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Abstract. We quantify the relative roles of natural and an- 1 Introduction
thropogenic influences on the growth rate of atmospheric

CO; and the CQ@ airborne fraction, considering both in-
terdecadal trends and interannual variability. A combined
ENSO-Volcanic Index (EVI) relates most-{5%) of the
interannual variability in C@ growth rate to the EI-Nio-

Atmospheric CQ concentrations have risen over the last 200
years at an accelerating rate, in response to increasing anthro-
pogenic CQ emissions. The resulting GQlisequilibrium

- ) ’ has led to uptake of COfrom the atmosphere by land and
Squthern-Osqllatlon (ENSO) climate mode'and volcanic aC-gcean CQ sinks, which currently remove over half of all an-
tivity. Analysis of several C@ data sets with removal of =, 5544enic emissions and thereby provide a strong negative
the EVI-correlated component confirms a previous finding gtapjjising) feedback on the carbon-climate system (Gruber
of a detectable increasing trend in g&irborne fraction (de- et al., 2004; Sabine et al., 2004). The £&rborne fraction
fined using total anthropogenic emissions including fossil fu- yhe fraction of total emissions from fossil fuels and land use

els and land use change) ovcgr the period 1959-2006, at ghange accumulating in the atmosphere) has averaged 0.43
proportional growth rate 0.24%Y with probability ~0.9  gice'1959. but has increased through that period at about
of a positive trend. This implies that the atmospheric,CO 0.2%y! (Canadell et al., 2007). These interdecadal trends

growth rate increased slightly faster than total anthropogeniG, o, growth rate and the airborne fraction are the outcome
CO; emissions. To assess the combined roles of the biophysst 4 race between two groups of forcing factors: the social,

ical and anthropogenic drivers of atmosphericowth,  o.5nomic and technical drivers of anthropogenic emissions

: : 1
the increase in the CGOgrowth rate (1.9%y" over 1959~ (j,q),ding population, wealth and the carbon intensity of the

2006) is expressed as the sum of the growth rates of foup.nomy), and the biophysical drivers of trends in land and
global driving factors: population (contributing +1.79%); ocean sinks.

per capita income (+1.8%}); the total carbon intensity of ) )
the global economy-1.7%y1); and airborne fraction (av- The CQ grqwth rate also varies s_trong_ly at mterannual
eraging +0.2% y! with strong interannual variability). The (~1to~10y) time scales, through mainly biophysical mech-

first three of these factors, the anthropogenic drivers, havé"?isrfs' Flucrt]uations i'rl]l C?O;;rovvth rate lgorrelate \(/jvith thel
therefore dominated the last, biophysical driver as contripu-El-Nifo-Southem-Oscillation (ENSO) climate mode (Keel-

tors to accelerating CfOgrowth. Together, the recent (post- ing and Revelle, 1985; Keeling et al., 1995; Jones and Cox,

2000) increase in growth of per capita income and decline2_005), because the terrestrial carbon balance in tropical re-

in the negative growth (improvement) in the carbon intensityglons IS t||_t~ed from uptake to release of g@uring dry,

of the economy will drive a significant further acceleration warm EI—Nno events (Zeng et _al., 2005; Knorr et al,, 2005).
in the CQ growth rate over coming decades, unless these\/c’lc"ijC events are also significant: the.m owth rate de- .
recent trends reverse. creased for several years after the eruption of Mt. Pinatubo in
June 1991 (Jones et al., 2001), probably because of increased

net carbon uptake by terrestrial ecosystems due to higher

Correspondence td. R. Raupach diffuse solar radiation (Gu et al., 2003) and cooler temper-
BY

(michael.raupach@csiro.au) atures (Jones and Cox, 2001) caused by volcanic aerosols.

Published by Copernicus Publications on behalf of the European Geosciences Union.


http://creativecommons.org/licenses/by/3.0/

1602 M. R. Raupach et al.: Increasing £8rborne fraction

This interannual variability in the C£growth rate is impor- The total airborne fractiong is preferable in principle to
tant for two reasons: it indicates mechanisms that govern th¢he apparentress for two reasons. Firsyg is the ratio of
land and ocean COsinks, and it masks important longer- total response of the atmospheric carbon cy¢lg) (to to-
term trends in the C@growth rate with strong variability at tal forcing (Fg), whereasirossis the ratio of total response
higher frequencies. (C)) to a partial forcing fros9, OMitting FLyc. Second (and

In this paper we investigate the combined anthropogenidn consequence), the total airborne and sink fractions add to
and biophysical drivers of atmospheric €Qrowth rates, 1, so trends img are always opposite to trends sg and
with three aims. First, we obtain a simple quantification of either fraction is a direct measure of the outcome of the com-
the leverage of ENSO and volcanic signals on globabCO bined influences of total emissions and total sinks on the CO
sinks at interannual time scales, using a combined ENSOgrowth rate. The apparent airborne and sink fractions do not
Volcanic Index (EVI). Second, we analyse observed inter-have this property because the additional forcing from land
decadal trends in the GQirborne fraction by removing the use change has to be included separately as in Eq. (3). For
interannual variability associated with the EVI from several both reasonag is used here as the primary measure of air-

CO; records, confirming and extending the preliminary find-
ings of Canadell et al. (2007). Third, we introduce an ex-
tended form of the Kaya identity which combines the bio-
physical and anthropogenic drivers of €@owth, and use

borne fraction, though results are also givendigsss

Longstanding use of the apparent airborne fraction was
originally motivated not from basic considerations but by
the methodological problem of lack of knowledge ffyc.

it both to diagnose the drivers of past trends and offer soméHowever, the situation has now changed with improved data,

indicative estimates of future GQ@rowth rates.

2 Framework
2.1 Atmospheric C@budget and airborne fraction

The global atmospheric Cudget is written as
Ca

Fg + Fs
= (FFoss+ FLuc) + (FLandAir + FOceanain

where C,=v,[CO;] is the mass of atmospheric GO
(with [CO7] the atmospheric C® mole fraction and
v,=2.127 PgC ppm?); C!=dC,/dr is the growth rate of
atmospheric C@Q (with primes denoting time derivatives);
Fg is the total anthropogenic GGemission flux including
emissions from fossil fuelsFgos9 and net emissions from
land use changef{yc); and Fy is the total surface-air ex-
change flux including land-air and ocean-air flux€safgair
and Foceanaip- All fluxes are positive into the atmosphere,
so Fg<0 in the current era and the total @8ink is— Fy.

The CQ airborne fraction, the fraction of emissions accu-

1)

mulating in the atmosphere, has two extant definitions based
respectively on total anthropogenic emissions from both fos-

sil fuels and land use changé'{=FrosstFiLuc), and on
fossil-fuel emissions onlyHros9:

aE=C;/FE; (2)

/7
AFoss= Ca / Fross

especially from satellites. Recent estimatesFpfic have
converged on 150.5 PgC y! for 2000-2006, compared
With Frose7.6+0.4 and C~4.140.1 PgC y ! over the
same period (Canadell et al., 2007).

The sink fraction {r=—Fs/Fg) can be split into a land
fraction () and an ocean fraction £):

(4)

The sink fraction isg=Ilg+og, and the airborne, land and
ocean fractions sumto 1:

lg = —FrLandair/ FE; 0 = —Foceanaid FE

agp +lgp+op =1 (5)

2.2 Data

We used the following data for the period 1959 to 2006 (see
Appendix A for sources and details):

— annual global C@emissionsFrqssand Fi yc;

— monthly CQ series with the annual cycle removed,
from atmospheric baseline stations at Mauna Loa,
Hawaii (MLO) and the South Pole (SPO), together with
two estimates of globally averaged gConcentration:
the first (GLA) was formed from the average of MLO
and SPO, and the second (GLB) consisted of a globally-
averaged C@series available from January 1980 on-
ward, augmented with MLO data for 1958-1979;

where the subscript denotes the normalising flux. The former

(ag) is the “total” airborne fraction, while the latteagosq

has been called the “apparent” airborne fraction (Oeschger

et al., 1980; Enting, 2007). Similarly, a sink fraction (the

fraction of emissions taken up by land and ocean sinks,

—Fy) can be defined in two ways ag=—Fs/ Fg (total) and
sross=— Fs/ Fross (@apparent). The relationships between the
respective airborne and sink fractions are

agp =1—5g; aross= 1— Sross+ (FLuc/ Fros9d (3)
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five monthly ENSO indices: eastern (ii3), central
(Nifio3.4) and western (Rb4) equatorial Pacific sea
surface temperatures, the Southern Oscillation Index
(SOI), and the Multivariate ENSO Index (MEI);

— the monthly global Volcanic Aerosol Index (VAI);
global population and Gross Domestic Product by Pur-
chasing Power Parity (GDP-PPP).

www.biogeosciences.net/5/1601/2008/
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Fig. 1. Monthly time series fo(a) CO, growth rateC,,, without and with lowpass filteringf{j0.8 y~1); (b) the Nifio3 ENSO index(c) the
VAI; (d) terms in the atmospheric Gudget,C/,=Fg+ Fs, with lowpass filtering. The growth rat/, is from the GLA series (average of
MLO and SPO with annual cycle removed).

The analysis was done at a monthly time step, with slowlysources and sinks at the earth surface. In contrast, ENSO

varying annual data (emissions, population, GDP-PPP) inindices based on large-area-average ocean temperatures are

terpolated to monthly (details in Appendix A). temporally smoother because of the longer inherent time
scales of changes in ocean surface temperatures.

3 Interannual variability of CO , growth rate This observation is quantified in Fig. 2, by plotting nor-
malised cumulative spectra and cospectra of the @Owth
3.1 Spectral structure of CG@rowth and ENSO rate and each of the five ENSO indices fib8, Niio3.4,

Nifio4, SOI, and MEI). Normalised (co)spectra show the
Figure 1a, b and c respectively show time series of the CO fractional contribution to the (co)variance from frequencies
growth rateC;, a typical ENSO index (Nio3) and the VAL, less than a given frequency (see Appendix B for details). The
There is much more high-frequency structureCipthan in  spectra (Fig. 2a) reveal much more high-frequency contentin
the ENSO index, because point time serie§ptontainsig- €, than the ENSO indices, consistent with the above qualita-
nificant high-frequency signal arising from incomplete mix- tive observation. More significantly, th&,-ENSO cospectra
ing of air transported from regions with very different €0 (Fig. 2b) show that all of the covariance betw&&nand any

www.biogeosciences.net/5/1601/2008/ Biogeosciences, 5, 16032008
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Fig. 2. (Left) normalised cumulative spectra@j, (black) and ENSO indices (coloured), showing the total fraction of the variance contributed
by frequencies less thaf. (Right) normalised cumulative cospectra@f with ENSO indices. Colour code for ENSO indices: SOI (red),
Niflo3 (orange), Nio3.4 (green), Nio4 (blue), MEI (pink). These results use the GLA (average of MLO and SPO) series fogio®th

rate; equivalent results with MLO and SPO series separately are very similar.

of the five ENSO indices is spectrally band-limited to fre- 2005) between ENSO and G@rowth rate. Peak correla-
quencies in a narrow window betweerD.2 and~0.8y 1 tions between ENSO angls (usingC/, at MLO) depend on
(periods from~5 to ~1.25y). Spectral components 6f, the choice of ENSO index, ranging between 0.62 faid®i
and ENSO indices at higher frequencies are uncorrelated andnd 0.45 for Nilo4. The peak correlation is positive (so pos-
add nothing to the covariance, their only effect being to de-itive ENSO index anomalies, corresponding with dry, warm
grade the correlation by adding high-frequency noise. It isEI-Nifio events, are associated with positive anomaliggin
therefore useful to filter out the high-frequency noise for di- or negative anomalies in the total sirkFs). The peak oc-
agnosis of the relationship between ENSO and carbon fluxescurs whenFs lags the ENSO index byS31 months.
Henceforth all time series are lowpass-filtered with a Fourier-  To include the influences of both ENSO and volcanic ac-
transform filter which removes frequencigs-0.8y L orpe- tivity on CO, fluxes and growth rate, we define an ENSO-

riods <15 months (Appendix B). Volcanic Index (EVI) as the linear combination
Figure 1d shows the terms in the lowpass-filtered atmo-
spheric CQ budget, C/=Fg+Fs. Lowpass filtering has EVI (1) = ENSOI(—7) + AVAI (1) (7)

negligible effect onFg because it is slowly-varying relative
to C/. Consequently, th€, spectra and”/-ENSO cospec-
tra (Fig. 2) are practically indistinguishable from equivalent
spectra and cospectra (not shown) constructed fgth

where ENSOI is an ENSO index normalised to zero mean
and unit variance; VAl is the global Volcanic Aerosol In-
dex, a measure of volcanically-induced aerosol optical depth
(Ammann et al., 2003)4 is the weight for VAI relative to
3.2 Correlations between surface-air exchange flux, ENSG-VSO andr is the ENSO lag time, a measure of the time

: - for ENSO to affect the C®exchange fluxFs. It is assumed

and volcanic activity . ) . .

that the VAI affectsFg without time lag. Five alternative

The mechanistic links between ENSO, volcanic activity and Versions of the EVI are obtained, corresponding to the five

the CQ budget occur through the total (land plus ocean) ENSO indices. The EVI depends on two parameterand

surface-air exchange fluks=C/,— Fy, rather than through both of which are well constrained. From Fig. 3 (left) we

C’. Therefore we examine lagged correlations betwEen usedr=3 months for all ENSO indices, so that the maximum
-

(rather tharC’,) and ENSO and volcanic indices. The lagged COITeélation between EVI anfis occurs near=0. The weight

correlation between time seri@gt) andY (1) is A was chosen so that the EVI explains as much as possible
of Fg, which occurs when takes the value maximising the
Coriix.y)(t) = (X()Y (t + 1))/ (0x0y) (6) correlation between EVI anBls. For all five EVI this is close

to A=—16, the value used hereafter.
wheret is the time lag, angle brackets denote an average Use of the EVI in place of an ENSO index increases the
over timet, andox andoy are the standard deviations ¥f  peak correlations withFs substantially (Fig. 3, right). With
andY. Fs calculated fromC;, at MLO and an EVI defined from
Lagged correlations between the five ENSO indices and\ifio3, the peak correlation is 0.75. Figure 4 compares peak
Fs (Fig. 3, left) confirm the well-known relationship (Keel- correlations between the ENSO indices dfdand between
ing and Revelle, 1985; Keeling et al., 1995; Jones and Coxthe corresponding EVI andls, usingC,, at both MLO and

Biogeosciences, 5, 1601613 2008 www.biogeosciences.net/5/1601/2008/
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Fig. 3. Lagged cross-correlation functions between (left) ENSO indicesBndCorr[ENSOIFs](7), and (right) corresponding ENSO-
Volcanic Indices (EVI) and-g, Corr[EVI,Fs](t). The surface-air exchange flils=C,,— Fr was calculated using, from the GLA series
(average of MLO and SPO with annual cycle removed). All series are lowpass-filtgi@® ¢ 1). Colour code for different ENSO indices
and corresponding EVI matches Fig. 2.

SPO. Correlations are slightly lower at SPO than MLO, but 0.8
are still increased by using the EVI rather than correspond-

ing ENSO index. Since. is negative, a positive anomaly 06 1 | | B so
in the VAl component of the EVI is associated with a pos- [ Nino3
itive anomaly in the sink-Fs (while a positive anomaly in g % ] Nino3.4
the ENSO component is associated with negative anomaly ins [ Ninoa

= 024 [] MEl
—Fyg as noted above).

0.0 -

mum Corr

MLO,ENSOl MLO,EVI SPO,ENSOI SPO,EVI
4 Interdecadal trends in CO; airborne fraction
. . Fig. 4. Maximum lagged correlations between ENSO indices and
4.1 Initial trend estimate Fg, and between EVI andg, using Fg from CO, at MLO and
] ) SPO. All series are lowpass-filteregj0.8 y~1). Colour code for
The total airborne fractionag=C,/Fg=1+Fs/Fg) Pro- different ENSO indices and corresponding EVI matches Fig. 2.
vides a measure of the relationship between totaj €Qis-

sions and sinks. We estimated trends in monthly serieg of

inferred fromC;, records from 1959 to 2006. Sineg isin- 4.2 Noise reduction

herently globally aggregated, it is necessary to use estimates

of a globally-averaged:‘{’l_ Two estimates were used (see Detection of trends imz can be improved in statistical sig-

Sect. 2 and Appendix A): from the average of the MLO and nificance by removing the interannually varying component

SPO CQ series with annual cycle removed (denoted GLA), Which is causally linked with ENSO and volcanic activity,

and from a globally-averaged G®eries available from 1980 using the EVI.

onward, augmented with MLO data before 1980 (denoted We write an arbitrary time serie%(¢) as the sum of trend

GLB). (x7), mean-annual-cyclex) and anomaly X4) compo-
The trend inaz was estimated using a stochastic methodnents: X=X7+X¢+Xx4. The anomaly component is fur-

which accounts for temporal correlation in the time seriesther split asxA=x#+XxY, wherexV is a noise component

(see Appendix C for details). The trend is expressed here agncorrelated with the EVI and £ is linearly dependent on

a proportional growth rate, defined for a time setig@) as  the EVI. This component i £ (1)=uEVI*(¢), whereu is

r(X)=X'/X, with units %y 1. the sensitivity ofX to the EVI, and use of the anomaly com-
The GLA series for 1959-2006 yielded a meanof 0.43  ponent EVI* ensures thaX £ (1) has zero mean, no trend and

and a proportional growth rateaz)=0.24%y 1 (with 5% no annual cycle. The full decomposition is thus

and 95% confidence limits0.18 and 0.64%Yy and proba- - c A U

bility P=0.81 of a positive trend). The result from the GLB X=X +X"+uBEVIT + X ©)

series was nearly identical. This result does not provide an

unambiguous, statistically robust determination of the trend

Nnag.

www.biogeosciences.net/5/1601/2008/ Biogeosciences, 5, 16032008
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1.0 The trends of the noise-reduced and original series are
c 08 - a identical because the components removed have zero mean
s and no trend, but the variability of the new series is lower,
806 improving the statistical significance of trends.
E 044 4 This decomposition was applied to the £€nk F, yield-
g : J ing noise-reduced seridg("), clm =FE—FS(") and airborne
< 0.2 fraction ag"):c;(") /Fg. The sensitivityu was chosen to
0.0 B — minimise the variance of Y =F¢ —pEVI4, thus placing as
0.8 much as possible of the anomdiy! into the EVI-correlated
' b component. With lowpass-filtered seriés and EVI, us-
< 0.6 1 ing an EVI defined from Nio3, the resulting sensitivity is
-% 04 - 1=0.9.
s With noise reduction, the GLA series for 1959-2006
20.2 1 yielded a proportional growth rate in total airborne frac-
9 tion, r(ag™), of 0.24%y ! (5% and 95% confidence lim-
0.0 7 its —0.04 and 0.50%YV; probability P=0.92 of a positive
02 +—F—T—T—T—T—T T trend), around a mear}?’ of 0.43. The result with the GLB
05 series is similar but with a slightly lower P of 0.88. Noise
' c reduction therefore does not change the mean result from the

above initial trend estimate but provides improved statisti-
cal reliability, raising P from 0.81 to about 0.9. This more
complete analysis with multiple CGeries confirms our ear-
lier result (Canadell et al., 2007) which was derived from the
GLB series.

Figure 5 shows the noise-reduced airborne fraction, to-

— T T T T T T T gether with the corresponding noise-reduced land and ocean
1960 1970 1980 1990 2000 2010 fractions defined in Eq. (4). The ocean fraction was calcu-

lated using a model (Le @& et al., 2007) for the time his-

Fig. 5. Monthly time series of airborne fraction £), land fraction  tory of the ocean uptake flu¥tceanai), and the land fraction
(Ig) and ocean fractior(z). All series are lowpass filteredf (0.8 was calculated asdar—of (EQ. 5). As previously reported
y~1) and noise-reduced by removal of the EVI-correlated fluctuat- (Canadell et al., 2007), there is a highly significant decreas-
ing component. ing trend in ocean fraction atloz)=0.44+0.1 y~1 (5% and
95% confidence linits). There is no significant trend in the
land fraction. This indicates that the 1959-2006 increase in
ag has been driven mainly by a relative weakening of the
ocean sink compared with total emissiafs. Although the
xT(t,) = P(t,) ocean sink has increased in absolute terms, it has not kept
XF) = X)) — XT (1) pace with growth mtotal emissions. .

" " n We also determined the trend in the apparent airborne
XSty = <XF(tm)| mod (n, 12) = m) fraction @rosd, even thoughuy is the more fundamental
carbon-cycle attribute for reasons given in Sect. 2. The pro-
portional growth rate ofipgss for 1959—2006 is small and

where the trend is defined by fitting a polynom#ato X (1,), ~ negdative, withr (aposg~—0.2£0.2%y* around a mean of

(e) denotes an average over the record, @iconditior) de- 0.57. The different trends iag and aress are easily un-

notes a conditional average. derstandable by noting thatagos9 is the sum ofr(ag)
The noise-reduced version #f(r), denoted with a super- and the growth rate (arosdar) in the ratio of the two

script (n), is given by subtracting out the externally-forced @rborne fractions.  This ratiogrosy/ar=14Fiuc/Fross
componentst€ and X £=pEVIA: decreased fairly steadily through 1959-2006 at a rate

r(apossar)~—0.4%y 1 (around an averagerosyar Of
1.32) becausé&rossgrew more quickly thar yc (Canadell

et al., 2007). The decreasing trendfnyc/ Frosstherefore
accounts fully for the observed different signs in the growth
rates ofapgssandag.

Ocean fraction
o o
w ~
1 1

o
(N
1

o
-_—

When X is a time series oveN monthly time points,,
(n=1,... N), the components are given by:

XAt = XF(ty) — X (1) 9)

XM (1) = X (1) — XC(t) — pEVIA(r)

=Xx"t)+ XY @) (10)

Biogeosciences, 5, 1601613 2008 www.biogeosciences.net/5/1601/2008/
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. Two furthgr methodolqg|cal checks were .apphed.to all €S-Table 1. Mean values and proportional growth rates of airborne
timates of airborne-fraction growth rates. First, estimates Ofaction @), land fraction () and ocean fractiorv), from pri-
growth rates like-(ag) were found to have some sensitivity mary calculation and two perturbations to the time series for the
to the exact starting and ending times of the3@ries used  net emission flux from land use changg (jc). In perturbation 1,
to determineC),. The extent of this sensitivity was investi- F y¢ is reduced uniformly to 0.6 of its primary value. In pertur-
gated with an enhanced stochastic trend estimation methodbation 2, a 1% growth rate enhancement is aplieffjigc by pre-
in which bootstrap subsampling of the time series under tesgerving the primary value in 2000 and reducing earlier estimates.
was used to reduce sensitivity to starting and ending timeé\f'ea” values are inlterceplts of Iipear tr.end lines in 1980.. Propor-
(see Appendix C for details). Results from this method weretional growthrates (in %y-) are given with 5% to 95% confidence
statistically consistent with those given above, Confirminglntervals. Trendsm brackets are not significantly different from zero

. (90% confidence level).
the robustness of the estimated trends.

Second, the entire analysis was also carried out using

individual-station CQ series from MLO and SPO instead Quantity Case Mean (G(yrovi'tlr; rate
of the globally-averaged series GLA and GLB. Results were oY
similar to those with the globally-averaged series, despite the  Air (ag) Primary 0.43 +0.2:0.2
fact that [CQ] at MLO was higher than at SPO by an off- Land (g)  calculation 027 (+0x0.4)
set which increased fromy1 ppm in the 1960s to-3 ppm Ocean ¢r) 030 —-04£0.1
in 2000-2005. By using an exponential-growth model for _ o
C, it can be shown that this offset accounts for a statistically A" (4£) Perturbation 1: 047 (+0410.2)
SO . . 1 Land (g) reduceF yc 0.20 +0.8£0.9
insignificant difference im(ag) of about 0.06% y-. Ocean ¢5) 033 0.6£0.1
4.3 Uncertainty in emissions from land use change Air (ag) Perturbation 2: 045 +0.0+0.2)
o ) Land (g) increase (F yc) 0.24 +0.9:0.4
The largest uncertainty in the above results arises #pug . Ocean 6g) 031 —0.7+0.1

The time series used here (Canadell et al., 2007) gives
Fluc~1.5 PgCy 1 for the 1990s, with little change through
the period 1959-2006. This is in the midrange of three exist-
ing estimates for the 1990s: 2.15 Pgcy{Houghton, 2003), The effects of these perturbations are shown in Table 1.
1.1 PgCy! (Achard et al., 2004) and 0.9 PgCYy(DeFries ~ Perturbation 1 yields an estimated tren@g) in airborne
et al., 2002). The latter two values were based on remotefraction which is still positive but not significantly differ-
sensing estimates of cleared area, while the first was based ¢t from zero, while perturbation 2 yields nearly zero trend.
forest inventories and was subsequently revised downwardiowever, both perturbations also have the effects of increas-
to 1.5 PgCy?! (Canadell et al., 2007). A recent satellite- ing the positive trend in the land fraction to values signifi-
based estimate of humid tropical forest clearing (Hansen egantly above zero, and further decreasing the already nega-
a|., 2008) gives an area C|earing rate similar to Achard ettiVe trend in the ocean fraction. BOth Of pel’turbations 1 and
al. (2004) but no estimate df_yc. The large uncertainty in 2 are near the edges of the present uncertainty bands around
FLuc originates from uncertainties in both cleared area and®stimates of emissions from land use change. Opposite per-
biomass (Houghton, 2005) and Changes in inventory methodturbations, which are also pOSSible, would influence our pri-
ologies (Grainger, 2008). mary trend estimates in the opposite sense and increase the
Our estimated positive trend in airborne fraction estimated trend(ag).
(r(ap)~0.24y~1) is reduced either if the mean value of
FLuc is proportionally revised downward, or if the trend in

FLUC.E)T revised upward. Therefore,lto asse;s the effect oy, increasing total airbome fraction implies that total sinks
possible uncertainties IR uc, we supplemented ourprimary . increasing more slowly than total emissions, so that sinks

Ealculatl_o n \;V't;l tWO. acédnmpal calc;]l_JI?]nor:js usTr? pe;turbsd are not keeping pace with emissions. This can be quantified
Ime Series lofLyc In directions which reduce the inferred 1, \qinq Fq. (1) to write the relationship between the growth

a”bo”?e fract|_on trer?_dh ‘_I'he f.'ert ("lpertlérbatl?n 1;)éjs$shan rater (— Fs) of total sinks and the growth rat€ Fr) of total
Fluc time series which is uniformly reduced to 0.6 of the emissions, obtaining:

primary values used here, giving values similar to the lowest

4.4 Implications

estimate quoted above, 0.9 PgCyfor the 1990s (DeFries . ag
et al., 2002). The second (“perturbation 2") assumes thaf ~Fs) = r(Fe) — | 1= ar )" (@k) (11)
the growth rate in FLUC is 1%YV* higher than the time se- 16(£0.2) 1.8(£<0.1) —0.2(£0.2)

ries used in the primary calculation, giving a perturiédc
which is the same as the primary value in 2000 but 0.67 of
the primary value in 1960.
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observation. Equation (11) shows that this is a sensitive test
for carbon-climate model predictions of trends in total sinks,
because the sign efag) is determined by the small differ-
ence between the two larger quantitigg’z) andr(—Fs).
Therefore, the fact that model predictions f@tg) are not

in agreement with each other or with observations is not an
indication that all coupled carbon-climate model predictions
should be dismissed.

5 Unified assessment of the drivers of C@growth

To assess the relative effects on £@owth of changes in
airborne fraction and anthropogenic drivers of £€mis-
sions, we use an extended form of the Kaya identity. In its
usual form (Nakicenovic et al., 2000; Nakicenovic, 2004;
Raupach et al., 2007), the Kaya identity expresses global
fossil-fuel CQ emissions agross=Pgef, whereP is global
population,g=G/ P is per capita income or per capita GDP,
e=E /G is the energy intensity of GDR,=Fross E is the
fossil-carbon intensity of energg is global GDP-PPP, and
E is global primary energy consumption. An equivalent ex-
pression iFross= P ghross Wherehposs= Frosy G=¢f is the
fossil-fuel carbon intensity of the global economy.

We modify this identity in two ways, first to describe to-
tal emissions Kg=Frosst FLuc) rather thanFress Land
use change emissions can be written in Kaya form as
FLuc=PghiLuc, where hpyc=FLuc/G is the land-use-
change carbon intensity of the global economy, correspond-
ing tohpossabove. The Kaya identity for total G@missions
is then

Fg = Pghross+ PghLuc = Pghg (12)

identity in this form expresses total emissiog:( dashed black)
as the product of global populatio®( red), per capita GDP-PPP
(¢, green) and the total carbon intensity of the global econdmay ( sty of the global economy, accounting for both fossil fuels
blue). The carbon intensityg is the combined global Cemis-  and land use change. Second, we describe the atmospheric
sion from fossilfuels and land use ghange per unit global GDF’-PPPCO2 growth rate (/) by introducing the airborne fraction

.(g) Ft.et‘CtorS in the ?;](te.nded Kayatuge;tg’g " Pfhz?Ea TE'Sd ap=C!/F into Eq. (12), obtaining an extended Kaya iden-
identity expresses the increase in the wth rate C/,, dashe e ; .

black)yas fhe product of the Kaya factaPs(red), g (g?een) and tity in which a; appears as an extra factor:

hg (blue), together with the airborne fractian; (beige). In both
panels, all factors are normalised to 1 in 1980.

where hg=Fr/G=hrossthLuc is the total carbon inten-

C(/J = PghEaE (13)

The proportional growth rates of factors in Eqgs. (12) and
(13) are related by

The r?ur.nbe_rs beneath.each term give average va!ues ar}qFE) = r(P) +r(g) + r(hE)
uncertainties in trends (in %Y) for 1959-2006. Sinks ,
grew slightly slower than emissions, though both grew sig-"(Ca) =7(P) +7(@) +r(he) + rlag) (14)
nificantly. becauser(X)=X'/X yields r(XYZ)=r(X)+r(Y)+r(Z)
The observed increase in the airborne fraction can beor anyX, Y andZ. All terms in Eq. (14) have units time.
compared with available predictions fronfi@IP, the Cou-  Note thatr(C,)=C//C,, is the proportional growth rate of
pled Climate-Carbon Cycle Model Intercomparison Projectthe CQ growth rate, a measure of the second derivative of
(Friedlingstein et al., 2006). Eleven participating models C,.
gave scattered predictions fotag) for 1959-2006, aver- Figures 6a and b respectively show time series of the fac-
aging r(ar)=0.27+0.36% Yy ! across all models and with tors in the Kaya identity foFz, (Eq. 12) and the extended
9 models predicting a negative trend, opposite in sign to theKaya identity forC/, (Eq. 13) for the period 1959-2006, with

Biogeosciences, 5, 1601613 2008 www.biogeosciences.net/5/1601/2008/
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Table 2. Proportional growth rates (X)=X'/ X, in % y~1) of fac- 4 a
tors in the Kaya identity Kg=gh g) and the extended Kaya iden- . ‘ N -~ /
tity (C,=Pghgag), for periods 1959-2006, 1959-1999 and 2000— ">, =/
2006 (inclusive of end years). Errors denote approximate 5% to %

95% confidence intervals. Where not shown, errors are less thar g g
0.1%y 1. Roundoff errors are responsible for slight departures @

from Eq. (14).

4
1 1 1 1 1

Period 1959-2006 1959-1999 2000-2006 1960 1970 1980 1990 2000 2010
r(Fg) 18 1.9 3.0 20
r(P) 1.7 1.7 1.2 A, \ b
r(g) 18 18 3101 ~104 7\ ,’\ 4,‘ C
r(hg) -17 -17 -1.2f01 2 I \)\ ’\I\ "L /,,’ \ p/ —7 7 a
rag) 02402  02:03 02027 > 0- EERTAVAR VYA I Y- g
r(Cl) 19403  1.9:04  3.0:2.7 Q) | Vo — P

“ 104! Vi g

[ v he

-20 T T T T T

series are normalised to 1 in 1980 so that trends can be com 1960 1970 1980 1990 2000 2010
pared. Figures 7a and b show the corresponding proportiona 20

growth rates (Eq. 14), with 7-year smoothing for clarity. Av- c
erage growth rates of all factors, with 5% to 95% confidence .~ 10 7, \ ,
intervals, are given in Table 2. 9 !’_'_\7/\_1}/\ \ I\ NN ——-C
We first consider trends in total emissions (Figs. 6a and ¢ 9 ] v\ \TVV—_ 8
7a). The average growth raté¢Fz) over 1959-2006 was 04 - g'D

1.8%y1, with interannual variability from less than 0.5 h
to over 3%y?!. This growth was driven by additive con- E
tributions of +1.7%y?! from r(P) (growth in population),
+1.8%y 1 from r(g) (growth in income), and-1.7%y 1
_from r_(hE) (reduction or improvement in Fh? tOFal carbon Fig. 7. (a) proportional growth rates (%W!) of factors in the
intensity of the global economy). Uncertainties in all these Kaya identity, Fz=Pgh; (b) growth rates of factors in the ex-
growth rates are low (0.1%Y or less; Table 2). tended Kaya identity,C,=PghEag; (c) growth rates of fac-
There were significant interdecadal trends in the emis+ors in the noise-reduced version of the extended Kaya identity,
sions driversP, ¢ and /g through 1959-2006. Growth in ¢/ _pgp 4", where (n) denotes removal of the EVI-correlated
population @) slowed from 2 to 1.2%y!. Per capita in-  fluctuating component. All growth rates are smoothed with a 7-year
come ) grew more rapidly since 2000 than over the pre- running mean. Colours match Fig. 6.
vious four decades, with(g)=3.0%y 1 over 2000-2006
compared with 1.8%Y! over 1959-1999. Also, the nega-
tive growth rate (improvement) in the carbon intensity of the
economy k) declined since 2000:(hx) was—1.2%y 1 Trends in CQ growth rate (Figs. 6b and 7b) have more
over 2000_2006, Compared with a mean-df. 7% y—l over short-term Varlablllty Beneath this Variab”iw& has in-
1959-1999. (Figures for(hg) differ from Canadell et al., Ccreased inexorably over the last five decades, reaching
2007 for two reasons: the use of GDP-PPP here and GDPan average of,~4.1+0.1PgCy* or [CO,]'=1.9 ppmy*
MER (Market Exchange Rate) there, and the inclusion herdhrough 2000-2006 (Canadell et al., 2007). Using Eq. (14),
of FLuc in hg). These trends have together driven a substanthe drivers of this increase can be expressed as additive con-
tial recent increase in the growth rate of total emissions, withtributions from the growth rates(P), r(¢), r(h) andr(ag)
r(Fg)=3.0%y ! over 2000-2006 compared with 1.9%ly  to r(C;)=C;/C,, the growth rate of the Cfgrowth rate.
over 1959-1999. The growth rate My (=FrosstFLuc) iS Even with the 7-year smoothing used herg;’) fluctuated
slightly lower than the recent growth rate in fossil-fuel emis- Strongly around a mean of +1.9%% with contributions
sions ¢ (Fros9=3.3%Yy 1 over 2000-2006) because there from r(P), r(g), r(hg) andr(ag) given in Table 2. Av-

has been no recent growth in the land-use-change emissioffaged over the whole period 1959-2006, most of the in-
(FLuc). terdecadal trendr(C))~1.9% y 1) was attributable to in-

creasing emissions (Fg)~1.8%y 1), caused in turn by
the growth rates of?, ¢ andhg. A small component of
r(Cy), about 0.2%y* out of 1.9%y !, was caused by the

1960 1970 1980 1990 2000 2010
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interdecadal growth in airborne fractionag) (these figures annual variability. The first three factors, the anthropogenic
do not satisfy Eq. (14) exactly because of statistical uncerdrivers, have therefore dominated the last, biophysical driver
tainties and roundoff errors). as contributors to accelerating @@rowth.

Most of the strong interannual variability in(C},) orig- Further, the extended Kaya identity allows estimation of
inates from variability in the C® exchange fluxFs and  the relative impacts on future [GDof likely future trends
thence the airborne fraction. Much of this variability in turn in all four drivers. To do this we consider the time interval
is associated with the EVI. Subtracting the EVI-correlated Ar, to reach a specified future “target” concentration fLO
fluctuating component out af, andag as in Sect. 4.2, we  at a given, steady(C),) (the growth rate of the C©growth
obtain a noise-reduced form of the extended Kaya identityrate). The intervalAr, can be determined analytically (Ap-
C[z(")nghEafg”). Figure 7c shows the growth rates of ex- pendix D). We take the target [G{r=450 ppm and initial
tended Kaya factors with this noise reduction. The variability conditions [CQ]=383 ppm and [C@]'=2 ppmy! in 2008.
in each of-(Cy/™) andr(a") is about half of the equivalent If r(C;) continues at 2.0%V! (approximately the average

variability without noise reduction (Fig. 7b). for 1959-2006), then [C&) will reach 450 ppm in 26 years,
in 2034. Anincrease in(C)) of 1%y, by any mechanism,

shortens the time to reach 450 ppm by about 2.6 years. Since
6 Discussion and conclusions 2000, the combination of influences from the anthropogenic
emissions driver®, ¢ andig have indeed increasedC))
This paper has offered two main conclusions, the firsthy more than 1%Y?, as discussed above. For future growth
being that the total airborne fraction is increasing atin airborne fraction to have a comparable influenc@,z)
r(ag)~0.2%y*, with probability ~0.9 of a positive trend.  would need to increase several-fold from its 1959-2006 av-
The immediate significance is that since 1959, growth in naterage of 0.2%Yy*. This is well outside the range of predic-
ural (land and ocean) sinks has fallen slightly behind growthtions for r(az) from C*MIP coupled carbon-climate model
in total (fossil plus land use change) emissions. This con-predictions for trends in airborne fraction through the 21st
clusion needs to be interpreted with regard for three factorscentury (Friedlingstein et al., 2006).
(1) there is uncertainty both from the statistics of interan- To reduce emissions and thence atmospheriQ,@Os
nual variability and also from imprecisely determined emis- necessary to reduce the growth rates of the emissions drivers
sions from land use change; (2) the result does notimply thalp, ¢ and/ in some combination. Growth in population
“sinks are weakening”, but rather shows that growth in sinks(p) is presently just over 1%V and is forecast to decline to
has not kept pace with growth in emissions; (3) the airbornezero in the second half of the 21st century (Lutz et al., 2001).
fraction is a simple, robust diagnostic property of the carbonGrowth in global per capita incomg)is needed to improve
cycle which can provide the above conclusions but cannofuality of life in the developing world. This leaves the pri-
partition trends in sinks between land and ocean — this remary option as increasing the negative growth rate in carbon
quires additional information, supplied in Fig. 5 by modelled intensity ¢: ;). To achieve a reduction rate in total emissions
estimates of the ocean sink (Le && et al., 2007). of —2% y~1 (which would halve emissions in 35 years) in the
The airborne fraction has another significance: it providespresence of global growth rates of 2%lyin g and 1%y?!
the gateway between the anthropogenic forcing and the atin p, it is necessary to achieve a declinefip at a rate of
mospheric response of the carbon cycle. Totab@Mis-  around—5%y 1, three times the 1959-2006 average. This
sions influence atmospheric @@rowth, and thence the GO highlights the significance of recent trends in emissions and
contribution to anthropogenic radiative forcing and climate carbon intensity.
change, via a set of carbon-cycle feedbacks with combined
effects given by the airborne fraction. The relative roles of
biophysical and anthropogenic influences can then be quanappendix A
tified by the extended Kaya identity, Eq. (13).
This leads to our second main conclusion: from 1959 toData sources and treatments
2006, trends in anthropogenic factors (population, per-capita
income and carbon intensity) have had a much greater effecdl CO, concentrations and growth rates
on the growth rate of atmospheric g@han the integrated
trends in biophysical factors expressed by changes in the aif-our monthly CQ time series were used, denoted MLO,
borne fraction. The extended Kaya identity expresses the inSPO, GLA and GLB. The first two were monthly time se-
crease in the C@growth rate (1.9%Yy! over 1959-2006) as ries for baseline [Cg] at Mauna Loa (MLO, commencing
the sum of the growth rates of four global driving factors: March 1958) and the South Pole (SPO, commencing June
population @) contributed +1.7%YV!; per capita income 1957) from the Scripps Institution of Oceanograghtyp:
(g) contributed +1.8%Y?; the total carbon intensity of the //scrippsco2.ucsd.edu/data/data.hifideeling et al., 2001,
global economy i) contributed—1.7%y 1; and the air-  2005). The versions of these series used here were gap-
borne fraction {) contributed +0.2% y! with strong inter-  filled and had the quasi-regular annual cycle removed by

Biogeosciences, 5, 1601613 2008 www.biogeosciences.net/5/1601/2008/
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subtraction of a 4-harmonic fit with a linear gain factor. The A5 GDP-PPP and population
monthly CGQ growth rate with annual cycle removed was
calculated from each series by a centred first difference. Th

third and fourth series were estimates of a globally aver- ) : - L }
aged CQ. The GLA series was formed from the average the United Nations Statistics Divisiomttp://unstats.un.org/

of MLO and SPO. The GLB series consisted of a globally- unsd/fsnaamha/ss\lleclt(ijonEbasichst.%le)balI( GIfDPr-]PPlPG)
averaged C@ series available from January 1980 onward, Vas Irom the Wor conomic Outlook of the Interna-

; - tional Monetary Fundhttp://www.imf.org/external/pubs/ft/
augmented with MLO data for 1958-1979, with both se- .
fies from the Earth Systems Research Laboratory of th €0/2006/02/data/download.aspxor times before 1970,

National Oceanographic and Atmospheric Administration oth P and G were obtained from “Historical Statistics

(NOAA-ESRL) http://www.esrl.noaa.gov/gmd/ccgg/trends/ for t.r/}/e World fconsmyadll—ZOCﬁAD” by Anglfjs Maddison
The GLB series includes the annual cycle. Its trend is smoot ttp:/lwww.ggdc.net/maddisanThere was good agreement

but there is a discontinuity in the annual cycle at the join in etween these datasets in the overlap period 1970-2003.

1980. The annual cycle was removed for determination of
the trend inug. Appendix B

or 1970 and later, data sources are identical to those in
aupach et al. (2007). Global populatioR)(was from

A2 CO, emissions Time series analysis

The emissions datasets are identical to those in Canade; Normalised cumulative spectra and cospectra

et al. (2007) and Raupach et al. (2007). Annual data on

Fross to 2004 are from the CDIAC (Marland and Rotty, Let X () andY (t) be continuous processes in time, or dis-
1984; Marland et al., 2006)tp:/cdiac.ornl.gov/augmented ~ crete time series, with zero mean. The normalised cumula-
by estimates for 2005 and 2006. Data Biyc are from  tive spectrum NG x)(f) of X (¢) is the integral from O tof
Houghton (2003) as revised in Canadell et al. (2007). AOf the spectrum of the unit-variance procéss)/ox (where
monthly series forFg=Frosst FLuc for 1958 onward was 9 is the standard deviation df); it is the fraction of the
constructed by spline interpolation of annual seriesfiass ~ vVariance ofX contributed by frequencies less thgn The
and Fyc. Itis likely that there are repeating annual cycles hormalised cumulative cospectrum NG (f) of X (1) and

in both Frossand FLyc caused by seasonal patterns in energyY (1) is the integral from 0 tgf of the cospectrum of the unit-
consumption and land management practices, but interpolatariance processes(s)/ox andY (z)/oy; itis the fractional
tion of annual data gives a good approximation to monthlycontribution to theXY covariance Coy,y; from frequen-

series with the annual cycle removed. cies less tharf, normalised so that N&,y)(f) approaches
the correlation coefficient Cey, yj/(oxoy) as f—oo.

A3 ENSO indices
B2 Fourier-transform lowpass filtering

Five ENSO indices were used: M3, Nino3.4, Niio4,

SOl, from http://www.cpc.ncep.noaa.gov/data/indices/sstoi. The lowpass-filtered version of a serie& ) was obtained by
indices and the MEI, from http://www.cdc.noaa.gov/ (&) taking the Fourier transform of (¢); (b) setting Fourier
ClimateIndices/List/ The MEI is constructed from the first components above the lowpass cutoff frequency to zero; (c)
principal components of sea-level pressure, zonal and meridt@king the inverse Fourier transform.

ional components of the surface wind, sea surface tempera-

ture, surface air temperature, and total sky cloudiness fracAppendix C

tion (Wolter and Timlin, 1993, 1998).

Trend estimation

A4 Volcanic aerosol index ) ] i
The trend of a serieX (+) was estimated using a stochas-

VAI data in latitude bands (Ammann et al., 2003), to 1998, tic method as in (Le Q&ré et al., 2007) and (Canadell et
were obtained fronftp://ftp.ncdc.noaa.gov/pub/data/paleo/ al., 2007), accounting for temporal correlation between data
climate forcing/volcanicaerosols/ammann2003iicanics.  points. First, the tren” was found by conventional least-
txt. A global VAI was calculated by averaging with area squares regression, yielding a trend IiXié=xo+x17. The
weighting. The data were extended to 2006 assuming ndagged autocorrelation function of the residusH{X ) was
volcanic activity between 1998 and 2006, consistent withfitted with an autoregressive (AR) model (Box et al., 1994)
Mishchenko et al. (2007). and used to generate an ensemble of 1000 stochastic realisa-
tions of the data with mean treidf’ and residuals correlated
as in the data itself. The probability density function (PDF)
of the slopesx1) in this ensemble was calculated, yielding
trend statistics.
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